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Administrivia
> FP check-ins due in 9 days
> Course evaluations: submit proof for extra credit on final project

> A5 grading underway

Today’s Lecture

> MT basics
> Phrase-based MT, word alignment

> Multilingual and cross-lingual models

> MT frontiers

MT Basics




MT in Practice

> Bitext: this is what we learn translation systems from. What can you learn?

Je fais un bureau I’'m making a desk

Je fais une soupe I’'m making soup
Je fais un bureau I make a desk
Qu’est-ce que tu fais? What are you doing?

> What makes this hard? Not word-to-word translation
Multiple translations of a single source (ambiguous)

Levels of Transfer: Vauquois Triangle

Bernard Vauquois (1968)

semantics

syntax

phrases

semantics

syntax

words

SOURCE

TARGET

Yo!lo haré manana;
liwill do it tomorrow! P
i NP

MD

e ; will do it

e

VP

VP
— 7> -
& el ) =08

/ 2L

I will do it tomorrow

> Classic systems were mostly phrase-based

........ - English (E) P(E|lo haré)
Yo'lo haré/mafiana - -
Iiwill do ititomorrow will do it i
"""" will do so 0.2
Yo lo haré mafiana English (E) P(E | mafiana )

tomorrow

0.7
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Slide credit: Dan Klein

Evaluating MT

> What should our evaluation goals be?

> Fidelity/adequacy: does it capture the meaning of the original?

Evaluating MT

> Fluency: does it sound good in the target language?

> Classic autuomatic metric: BLEU score: geometric mean of 1-, 2-, 3-, and
4-gram precision vs. a reference, multiplied by brevity penalty (penalizes

short translations)
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> Which of these criteria does it capture?

) Typicallyn=4, wi=1/4

r = length of reference
¢ = length of prediction




Phrase-Based MT

> Key idea: translation works better the bigger chunks you use

> Remember phrases from training data, translate piece-by-piece and
stitch those pieces together to translate

Ph rase_based MT’ Wo rd Ahgn ment > How to identify phrases? Word alignment over source-target bitext

> How to stitch together? Language model over target language

> Decoder takes phrases and a language model and searches over possible
translations

> NOT like standard discriminative models (take a bunch of translation
pairs, learn a ton of parameters in an end-to-end way)

Phrase-Based MT Word Alignment

> Where does the phrase table come

cat [l chat 1 0.9 ; _ > Input: a bitext, pairs of translated sentences
thecat o chat 108 from? First need word alignment
o e e 100 nous acceptons votre opinion . | | | we accept your view
language ||| langue ||| 0.9
nous allons changer d’avis | | | we are going to change our minds
Phrase table P(fle) P(e|f) o P(f|e)P(e)
Noisy channel model: > Output: alignments between words in each (] ZZ: cone
combine scores from sentence P
translation model + O] Vo‘.cr?
Language language model to > We will see how to turn these into phrases @ opinion
|:> translate foreign to (]
model P(e) English
0P N E
i “accept and acceptons are aligned” =~ & &
Unlabeled English data “Translate faithfully but make fluent English” p p g Q >
©




1-to-Many Alignments
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Word Alignment

> Models P(t|s): probability of “target” sentence being generated from
“source” sentence according to a model

= Z P(t|a,s)P(a)

> Correct alignments should lead to higher-likelihood generations, so by
optimizing this objective we will learn correct alignments

> Latent variable model: P(t|s)

IBM Model 1

> Each target word is aligned to at most one source word
P(t,a|s) HP (ti | Sa;)P(a;)

S Thankyou = | shall do

0 gI vdIy :

* 9OOOO00 OQ

t Gracias , lo hare de muy buen grado .

> Set P(a) uniformly (no prior over good alignments)

* P(t; | 84,): word translation probability table. Learn with EM
Brown et al. (1993)

IBM Model 1: Example

P(t,a|s) = HP(ti | 5q,)P(a;)

I like eat s=Je NULL

Je 08 01 0.1 t=1
J 0.8 0.1 0.1

mange 0 0 1.0

ame 0 10 O

NULL 0.4 03 0.3 What is P(t, a | s)?

WhatisP(a | t,s)?

Brown et al. (1993)




IBM Model 1: Example 2

n
P(t,a|s) =[] P(t | 5a,)P(as)
=1
| like eat s=) aime NULL
Je 0.8 0.1 0.1 t=1 like

J 0.8 0.1 0.1
mange 0 O 1.0

aime 0 10 O

NULL 0.4 0.3 0.3
Whatis P(a1 | t, s)?

Brown et al. (1993)

Learning with EM

» E-step: estimate P(a | t, s)

> M-step: treat P(a | t, s) as “pseudo-labels” for the data. Read off counts +
normalize

> Common unsupervised learning method for latent variable models

Brown et al. (1993)

HMM for Alignment

> Sequential dependence between a’s to capture monotonicity
P(t,a|s) =] P(ti | sa,)P(a; | ;1)
i=1

e Thavnkyou ;| shall do so gla”dly .

J01610:010/0/08 010

f Gracias , lo hare de muy buen grado .

> Alignment dist parameterized by jump size: pP(a; —a; ) —— EELDHDEL

210123
Vogel et al. (1996)

HMM Model

» Alignments are generally monotonic aetale) e
. 0000 - avor
(along diagonal) 0000 pa
0000
0000 - bon
. . o] de
> Some mistakes, especially when you have S
rare words (garbage collection) - @@ .
=0
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Phrase Extraction

> Find contiguous sets of aligned words
in the two languages that don’t have
alignments to other words

. assister
- a
la

- runion

d’assister a la reunion et | | | to attend the meeting and

assister a la reunion | | | attend the meeting

- et
. . en
la reunion and | | | the meeting and . avons
. inform
le

(L] W oo

@) en

( consquence

. : @]
> Lots of phrases possible, count across R
all sentences and score by frequency

nous ||| we

it

inadvisable
so

we
deemed
to
attend
the
meeting
and
informed
cojo

Phrase-Based Decoding
> Inputs:
» n-gram language model: P(e;le1,...,ei—1) = P(e;l€i—n—1,...,€i-1)

> Phrase table: set of phrase pairs (e, f) with probabilities P(f|e)

> What we want to find: e produced by a series of phrase-by-phrase
translations from an input f, possibly with reordering:

| Morgenl | fliege| | nach Kanadal | zur Konferenz |

| Tomorrowl |will fly || to the conference| Iin Canada |

> Uses a beam search algorithm. We will not discuss

Cross-Lingual, Multilingual
Word Representations

Multilingual Embeddings

> MT involves directly mapping between strings in different languages

> Potentially easier task: learn model that can do the same task in
multiple languages? E.g., do POs tagging in both English and French, do
a QA in 10 languages, etc.

> We'll see some neural techniques that can do this, then come back to
translation




Multilingual Embeddings

> Input: corpora in many languages. Output: embeddings where
similar words in different languages have similar embeddings

| have an apple

4724 18 427 ID: 24
ai  have

J" ai des oranges

472489 1981
> multiCluster: use bilingual dictionaries to form clusters of words

that are translations of one another, replace corpora with cluster
IDs, train “monolingual” embeddings over all these corpora

> Works okay but not all that well Ammar et al. (2016)

Multilingual BERT

> Take top 104 Wikipedias, train BERT on all of them simultaneously
> What does this look like?

Beethoven may have proposed unsuccessfully to Therese Malfatti, the
supposed dedicatee of "Fiir Elise"; his status as a commoner may again
have interfered with those plans.

YANESREFEFRMXE/NHOFRN, FRANLESHZ
“Fur Elise” (BN {45EmRZ2Y ) (511,

KuTaii (opuumanbHo — Kutaiickaa HapoaHas Pecnybmka,
cokpalwéHHo — KHP; kuT. Tpaa. REA BEE, ynp. REARBHEM
[E, nuHbKHb: Zhonghud Rénmin Gonghégud, nann.: YskyHxya HoHbMUHL
lyHX3ro) — rocyaapcTso B BoctouHoi A3 Devlin et al. (2019)

Multilingual BERT: Results

Fine-tuning \ Eval EN DE ES IT

EN 96.82 89.40 8591 91.60
DE 83.99 9399 86.32 88.39
ES 81.64 88.87 96.71 93.71
IT 86.79 87.82 91.28 98.11

Table 2: POS accuracy on a subset of UD languages.

> Can transfer BERT directly across languages with some success

> ...but this evaluation is on languages that all share an alphabet
Pires et al. (2019)

Multilingual BERT: Results

HI UR EN BG JA
HI 971 859 EN 968 871 494
UR 91.1 938 BG 822 989 516

JA 574 672 965

Table 4: POS accuracy on the UD test set for languages
with different scripts. Row=fine-tuning, column=eval.

» Urdu (Arabic/Nastaliq script) => Hindi (Devanagari). Transfers well despite
different alphabets!

> Japanese => English: different script and very different syntax
Pires et al. (2019)




Scaling Up: XLM-R
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Figure 1: Amount of data in GiB (log-scale) for the 88 languages that appear in both the Wiki-100 corpus used for
mBERT and XLM-100, and the CC-100 used for XLM-R. CC-100 increases the amount of data by several orders
of magnitude, in particular for low-resource languages.

> Larger “Common Crawl” dataset, better performance than mBERT

> Low-resource languages benefit from training on other languages

Scaling Up: Benchmarks

Task Corpus |Train]  |Dev| | Test| Testsets  |Lang.| Task
Classification XNLI 392,702 2,490 5,010 translations 15 NLI
PAWS-X 49,401 2,000 2,000 translations 7  Paraphrase
Struct. pred POS 21,253 3,974 47-20,436  ind. annot. 33 (90) POS
-Pred NER 20,000 10,000 1,000-10,000 ind. annot. 40 (176) NER
XQuAD 1,190 translations 11  Span extraction
QA MLQA 87,599 34,726 4,517-11,590 translations 7  Span extraction
TyDiQA-GoldP 3,696 634 323-2,719  ind. annot. 9 Span extraction
Retrieval BUCC - - 1,896-14,330 - 5  Sent. retrieval
Tatoeba - - 1,000 - 33(122) Sent. retrieval

> High-resource languages see a small performance hit, but not much

Conneau et al. (2019)

> Many of these datasets are translations of base datasets, not originally
annotated in those languages

> Exceptions: POS, NER, TyDiQA Hu et al. (2021)

> Typologically-
diverse QA dataset

> Annotators write
guestions based on very
short snippets of
articles; answers may or
may not exist, fetched
from elsewhere in
Wikipedia

TyDiQA

Q: Kaxk pmaneko Ypan oT
how far Uranus-SG.NOM from

3emn-u?

Earth-SG.GEN?

How far is Uranus from Earth?

A: PaccTrosiHEE MeXOy YpaH-OM
distance between Uranus-SG.INSTR
u 3emn-éu MeHseTcd oT 2,6
and Earth-SG.INSTR varies from 2,6
mo 3,15 MiIpa KM...
to 3,15 bln  km...
The distance between Uranus and Earth fluc-
tuates from 2.6 to 3.15 bln km... Clark et al. (2021)

Transformer MT + Frontiers




Transformers

BLEU

Model —_——

EN-DE EN-FR
ByteNet [18] 23.75
Deep-Att + PosUnk [39] 39.2
GNMT + RL [38] 24.6 39.92
ConvS2S [9] 25.16 40.46
MoE [32] 26.03 40.56
Deep-Att + PosUnk Ensemble [39] 40.4
GNMT + RL Ensemble [38] 26.30 41.16
ConvS2S Ensemble [9] 26.36 41.29
Transformer (base model) 27.3 38.1
Transformer (big) 28.4 41.8

> Big = 6 layers, 1000 dim for each token, 16 heads,

base=61 +oth halved
ase ayers + other params halve Vaswani et al. (2017)

Frontiers in MT: Small Data

BLEU
ID system 100k 3.2M
1 phrase-based SMT 15.87 £0.19 26.60 & 0.00
2 NMT baseline 0.00 £ 0.00 25.70 +0.33

3 2+ ”mainstream improvements” (dropout, tied embeddings,

layer normalization, bideep RNN, label smoothing) 720062 31.93 £005
4 3 + reduce BPE vocabulary (14k — 2k symbols) 12.10 £ 0.16 -
5 4+ reduce batch size (4k — 1k tokens) 12.40 £ 0.08 31.97 £0.26
6 5+ lexical model 13.03 £049 31.80 £0.22
7 5+ aggressive (word) dropout 15.87 £0.09 33.60 +£0.14
8 7+ other hyperparameter tuning (learning rate,

16.57 £ 026  32.80 + 0.08
16.10 £0.29 33.30 £0.08

model depth, label smoothing rate)
9 8+ lexical model

> Synthetic small data setting: German -> English ~ Sennrich and Zhang (2019)

Frontiers in MT: Low-Resource

> Particular interest in deploying MT systems for languages with little or no
parallel data

Burmese, Indonesian, Turkish

BLEU
> BPE allows us to transfer Transfer My—En Id—En Tr—En
models even without baseline (o transfer) 40 206 19.0
transfer, train 17.8 274 20.3

training on a specific

transfer, train, reset emb, train 13.3 25.0 20.0
language

transfer, train, reset inner, train 3.6 18.0 19.1

Table 3: Investigating the model’s capability to restore
its quality if we reset the parameters. We use En—De
as the parent.

> Pre-trained models can
help further

Aji et al. (2020)

Frontiers in MT: Low-Resource

BLEU
Transferring De—En parent En—De parent
Emb. Inner | My—En Id—En Tr—En | My—En Id—En Tr—En | avg.
17.8 274 20.3 17.5 27.5 20.2 | 21.7
N 13.6 253 194 10.8 24.9 19.3 | 183
N 3.0 18.2 19.1 34 18.8 18.9 | 13.7
N N 4.0 20.6 19.0 4.0 20.6 19.0 | 14.5

Table 2: Transfer learning performance by only transferring parts of the network. Inner layers are the non-
embedding layers. N = not-transferred. Y = transferred.

> Very important to transfer the basic Transformer “skills”, but re-learning
the embeddings seems fine in many cases

Aji et al. (2020)




Frontiers in MT: Multilingual Models

Who am | ? </s> Where did | come from ? </s> <En> W7 vs><da>

Transformer Decoder

Frontiers in MT: Multilingual Models

Languages
Data Source
Size

En-Gu
WMT19
10K

En-Kk
WMT19
91K

En-Vi En-Tr
IWSLT15 WMT17
133K 207K

En-Ja
IWSLT17
223K

En-Ko
IWSLT17
230K

Where did__from ? </s>Who __| __ </s> <En>

_BH. Js>Th _</s> <Ja>

s -—
Y

Who am 1 ? </s> <En> <Ja>h B 7 s>

<En>Who am | ? </s> Where did | come from ? </s> /

FNUP B, </s>BIBHE . </s><la> Well then . </s> See you tomorrow .</s> <En>

\ -—
Doc-MT
4 4

TN Ue &, </s> B BE ., Js><Ja>

Transformer Decoder

<a>FN Ue & . </s> Bl BB . </s> <En> Well then . </s> See you tomorrow .</s>

Multilingual Denoising Pre-Training (mBART)

Fine-tuning on Machine Translation

Yinhan Liu et al. (2020)

Direction <« — — — — — — — — — — —
Random 00 00 08 02 236 248 122 95 104 123 153 163

mBART25 03 01 74 25 361 354 225 178 191 194 24.6 22.6
Languages En-Nl1 En-Ar En-It En-My En-Ne En-Ro
Data Source IWSLT17 IWSLT17 IWSLT17 WAT19 FLoRes WMT16
Size 237K 250K 250K 259K 564K 608K
Direction <+ — — — — — — — — — — —
Random 346 293 275 169 31.7 280 233 349 76 43 340 343
mBART25 433 348 376 216 398 340 283 369 145 74 378 377

> Random = random initialization
Yinhan Liu et al. (2020)

SOURCE
Zh

TARGET
En

mBART25
Ja-En

mBART25
Ko-En

mBART25
Zh-En

Frontiers in MT: Multilingual Models

HRBRNTTRSE A EEZEASNTZEALETSHERBERREE H BB LB & WHEEENNRIF
ST 7 TATEh R — I 4,

In response to the government's silence, JDC exec has today made a formal request for a special meeting of BMA
Council to authorise a rolling programme of escalated industrial action beginning in early September.

In response to the government's silence, the Council of Chief Medical Officers has formally requested today the
Royal College of Physicians to hold a special meeting to approve a long-term workforce action that starts in
September.

In response to the government's silence, the Chief Medical Officers' Council is calling today for a special session at
the Council of the British Medical Association, which is a long-term initiative to upgrade labor from September.

In response to the government's silence, the Board of Primary Doctors has today formally asked the British Medical
Association to hold a special meeting to approve a long-term plan that starts in the beginning of September.

Yinhan Liu et al. (2020)

Frontiers in MT: ChatGPT

Table 3: Comparison of different prompts for ChatGPT
to perform Chinese-to-English (Zh=>En) translation.

System BLEU" ChrF++' TER}
Google 31.66  57.09  56.21
DeepL 3122 5674 57.84
Tencent 29.69 56.24 57.16
ChatGPT w/ Tpl  23.25 53.07  66.03
ChatGPT w/ TP2 2454 5305  63.79
ChatGPT w/ TP3 2473 5371  62.84

> Works okay for Chinese-English, but less good at generating into low-
resource languages (English -> Romanian doesn’t work well)

“Is ChatGPT A Good Translator? Yes With GPT-4 As The Engine” Jia et al. (2023)




Frontiers: Evaluation with LLMs

Score the following translation from {source_lang} to {target_lang} with respect
to the human reference on a continuous scale from 0 to 100, where score of zero means
"no meaning preserved" and score of one hundred means "perfect meaning and grammar".

{source_lang} source: "{source_seg}"
{target_lang} human reference: {reference_seg}

{target_lang} translation: "{target_seg}"
Score:

Figure 1: The best-performing prompt based on Direct Assessment expecting a score between 0—100. Template
portions in bold face are used only when a human reference translation is available.

» Outperforms many learned MT metrics (Transformers trained over
(source, target, reference) triples to reproduce human judgments of

quality)
Kocmi et al. (2023)

Takeaways

> Word alignment is a way to learn unsupervised correspondences
between words and build phrase tables

> Phrase-based MT was SOTA for a long time (and until the past couple of
years was still best for low-resource settings)

> Transformers are state-of-the-art for machine translation

> They work really well on languages where we have a ton of data. When
they don'’t: pre-training can help




